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From Big Large Language Models to Fast Reasoning Language Models 
Three Eras in The Age of Computation.
with contributions by the whole SPCL deep learning team (M. Besta, J. Barth, E. Schreiber, T. Ben-Nun, S. Li, and many others), Microsoft Azure (M. Heddes, J. 
Belk, S. Scott, D. Goel, M. Castro) and collaborators (D. Alistarh and others)
DP2E-AI, Paris, June, 2025
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From LLMs to AHI

2017
“Attention is All you Need”

146k+ citations

“Transformers are great" Transformer sind

Grossartig (90%)
Gross (7%)
Krass (2%)

You can explain the computation to your grandmother!
- Three simple kernels: MMM, Softmax, Layernorm
- >95%+ matrix multiplication
- Great fit for HPC GPUs
- Easy to parallelize

Text is encoded as tokens (very important!)
- Tokens are offsets into learned vector tables
- Often learned based on statistics
- Most common sub-strings (e.g., Byte Pair Encoding)
- Think of them as vectors
- Word2vec: “Efficient Estimation of Word 

Representations in Vector Space“ (45k+ citations)

The Age of Computation
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2017 - Transformers
“Attention is All you Need”

146k+ citations

2018 - BERT
“BERT: Pre-training of Deep Bidirectional 

Transformers for Language Understanding”
122k+ citations

2019 - GPT-2
“Language Models are 

Unsupervised Multitask Learners”
14k+ citations

2020 - GPT-3 (2020, scaling laws)

“Language Models are 
Few-Shot Learners”

37k+ citations

From LLMs to AHI

The Age of Computation
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2017 - Transformers
“Attention is All you Need”

146k+ citations

2018 - BERT
“BERT: Pre-training of Deep Bidirectional 

Transformers for Language Understanding”
122k+ citations

2019 - GPT-2
“Language Models are 

Unsupervised Multitask Learners”
14k+ citations

2020 - GPT-3 (2020, scaling laws)

“Language Models are 
Few-Shot Learners”

37k+ citations

From LLMs to AHI

The Age of Computation
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Supercomputers fuel Modern AI

f(x)

layer-wise weight update

▪ PaLM-540B: 118 (complex) layers

540 bn parameters (1 TiB in fp16)

2048-token “sentences”

▪ PaLM-540B: 256k token dict

▪ takes weeks to train

A robot 

may not injure a 

human being or, 

through inaction, 

allow a human 

being to come 

to ___

…

0.74

0.28
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1.00
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0.00

0.00

0.00

0.00

0.00

harm

injury

now
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boat

T. Ben-Nun, TH: Demystifying parallel and distributed deep learning: An in-depth concurrency analysis, ACM Computing Surveys (CSUR), 2019

▪ PaLM-540B: 1.4 trillion tokens

▪ ImageNet (22k): A few TB

▪ Actually: the whole internet!

The Age of Computation
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Data Movement Is All You Need: A Case Study on Optimizing Transformers (arXiv:2007.00072)

GPT/BERT encoder

Our performance improvement for BERT-large
▪ 30% over PyTorch
▪ 20% over Tensorflow + XLA
▪ 8% over DeepSpeed 

est. savings on AWS over PyTorch:
$85k for BERT, $3.6M GPT-3

Operator class % flop % Runtime

Tensor contraction 99.80 61.0

Statistical normalization 0.17 25.5

Element-wise 0.03 13.5

39%0.2%

highly 
optimized

…

Express as
Dataflow 

The Age of Computation
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Data Movement Is All You Need: A Case Study on Optimizing Transformers (arXiv:2007.00072)

different data 
layouts

different fusion 
strategies

Configuration selection graph

data layout

fusion strategy

TF+XLA PyTorch DeepSpeed Ours

Forward 3.2 3.45 2.8 2.63

Backward 5.2 5.69 4.8 4.38

Full BERT encoder layer performance (ms)

https://github.com/spcl/dace

These Ideas are in Production Today

Reducing Cost Remains Imperative to Continue Scaling

The Age of Computation
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From LLMs to AHI

2017 - Transformers
“Attention is All you Need”

146k+ citations

2018 - BERT
“BERT: Pre-training of Deep Bidirectional 

Transformers for Language Understanding”
122k+ citations

2019 - GPT-2
“Language Models are 

Unsupervised Multitask Learners”
14k+ citations

2020 - GPT-3 (2020, scaling laws)

“Language Models are 
Few-Shot Learners”

37k+ citations

2022 – ChatGPT (RLHF, 2023, DPO)

“Training language models to follow 
instructions with human feedback”

14k+ citations

era of model size scaling

How to turn this into a 
business serving 

millions of customers?

The Age of Computation
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2017 - Transformers
“Attention is All you Need”

146k+ citations

2018 - BERT
“BERT: Pre-training of Deep Bidirectional 

Transformers for Language Understanding”
122k+ citations

2019 - GPT-2
“Language Models are 

Unsupervised Multitask Learners”
14k+ citations

2020 - GPT-3 (2020, scaling laws)

“Language Models are 
Few-Shot Learners”

37k+ citations

era of model size scaling

2023 – Llama (Qwen, Grok, etc.)

“LLaMA: Open and Efficient 
Foundation Language Models”

11k+ citations

2022 – ChatGPT (RLHF, 2023, DPO)

“Training language models to follow 
instructions with human feedback”

14k+ citations

era of data scaling

From LLMs to AHI

How to turn this into a 
business serving 

millions of customers?

Compete 
through 

Openness

Reduce cost

smaller models, 
more better data, 

more training compute

optimize models
computationally

reduce hardware 
cost and increase

efficiency

Optimization 
Determines the 

Future of AI

Needs even more 
(pre)training compute!

The Age of Computation
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Optimization Determines the Future of AI

We need a Scientific Approach to it

Next, let’s see how to improve cost by 

1,000x

The Age of Computation
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Moving Data is Most Expensive!

Techniques to Shrink ML Data

The Age of Computation
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▪ Brains have limited precision! Why are we computing with FP32?

▪ For technical reasons (SGD, optimization, how we quantize)

▪ Neurons in Hippocampus can “reliably distinguish 24 strengths” [1]

4.6 bits of information! 

▪ PaLM-540B has up to 540 billion parameters 

▪ 1.08 TiB in FP16/BF16, 540 GiB in FP8 

▪ Rounding to <5 bits is not so simple

▪ Requires some foundation and many tricks

▪ Consider “error landscape” of a trained model with weights 𝑤 [2]

    𝜕𝐸 = ൰൬
𝜕𝐸

𝜕𝑤

𝑇

𝜕𝑤 +
1

2
𝜕𝑤𝑇 ቇቆ

𝜕2𝐸

𝜕2𝑤
𝜕𝑤 + 𝑂( 𝜕𝑤 3)

12

Quantization – Running Gigantic LLMs on Reasonable Systems (arXiv:2210.17323)

[1] Bartol et al., “Hippocampal Spine Head Sizes Are Highly Precise”, eLife 2015
[2] LeCun, Denker, Solla: “Optimal Brain Damage”, NIPS’90

𝐿

𝑥1

𝑠2

𝑠1

𝑥1

𝑥2

Gradient 
(≈0)

Higher-order terms
(=0 for quadratic loss)

“Curvature” of error
(aka. “sensitivity”)

The Age of Computation
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▪ Quantization objective for low precision rounded weights ෝ𝒘

argmin ෝ𝑤 𝑤𝑥 − ෝ𝑤𝑥 2
 

▪ Solve PTQ optimization problem row by row of 𝑤

▪ Round row and push the error forward using the inverse Hessian

▪ Update Hessian for each column

▪ Tricks

▪ Block updates for better locality (10x speedup)

▪ Use Cholesky to invert Hessian (higher stability)

▪ Work one transformer block at a time (6 operators fit in memory)

▪ Use quantized input from previous blocks for block 𝑖

▪ Results

▪ Generative inference 2-4x faster

▪ 3 bits → 66 GiB, fits in a single (high-end) A100 GPU!

13

Quantization – Running Gigantic LLMs on Reasonable Systems (arXiv:2210.17323)

The Age of Computation
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Quantization Reduces Data by an Order of Magnitude

10x

How to Go Further?

The Age of Computation
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▪ Brains are not densely connected! Why are DNN computations dense?

▪ For technical reasons (training, implementation etc.)

▪ We may want to shift towards sparse!

15

Model Sparsification … (arXiv:2102.00554)

Intuition: not all features 
  are always relevant!
o Represent as (sparse) 

vector space
✓ Less overfitting
✓ Interpretability
✓ Parsimony

Key results:
- 95% sparse ResNet-52, 

BERT, or GPT models
- Essentially same quality
- Up to 20x cheaper!

the  f_t_re  wi_l  b_  sp_rs_
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Hoefler et al. “Sparsity in Deep Learning: Pruning and growth for efficient inference and training in neural networks”,  arXiv 2102.00554, Jan 2021

The Age of Computation
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Much more (at least two hours more)
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The next step: Sparse-Quantized Representations - SpQR

published at ICLR’24

The Age of Computation
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Model Compression Enables 

100x

More Efficient Processing 

Which Makes Data Movement Even More Important!

Especially in the Network!

The Age of Computation
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Stage 3Stage 2Stage 1

The Three Dimensions of Parallelism in Deep Learning (arXiv:1802.09941)

Pipeline Parallelism

Operator Parallelism

minibatch 1

19T. Ben-Nun, T. Hoefler: Demystifying Parallel and Distributed Deep Learning: An In-Depth Concurrency Analysis, arXiv Feb 2018

The Age of Computation

minibatch 2

minibatch 3

minibatch 4

Data Parallelism

Tensor Block 1

Tensor Block 2

Tensor Block 3

Tensor Block 1

Tensor Block 2

Tensor Block 3

Tensor Block 1

Tensor Block 2

Tensor Block 3

Replica 1

Replica 2

Replica 3
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▪ Turns out 90-99.9% of the smallest gradient values can be skipped in the summation – at similar accuracy

▪ Accumulate the skipped values locally (convergence proof, similar to async. SGD with implicit staleness bounds [1])

20

Data-parallel Gradient Sparsification – Top-k SGD (arXiv:1809.10505)

[1] Dan Alistarh, TH, et al.: “The Convergence of Sparsified Gradient Methods”, NIPS’18 

ResNet-110 on CIFAR10

The Age of Computation
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Replica 1

Replica 2

Replica 3

The Three Dimensions of Parallelism in Deep Learning (arXiv:1802.09941)

Operator Parallelism

minibatch 1

21T. Ben-Nun, T. Hoefler: Demystifying Parallel and Distributed Deep Learning: An In-Depth Concurrency Analysis, arXiv Feb 2018

The Age of Computation

minibatch 2

minibatch 3

minibatch 4

Data Parallelism

Pipeline Parallelism

Tensor Block 1

Tensor Block 2

Tensor Block 3

Tensor Block 1

Tensor Block 2

Tensor Block 3

Tensor Block 1

Tensor Block 2

Tensor Block 3

Stage 3Stage 2Stage 1
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Bidirectional Pipelines – Meet Chimera (arXiv: 2107.06925v3) 
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…
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S. Li, T. Hoefler: Chimera: Efficiently Training Large-Scale Neural Networks with Bidirectional Pipelines, best paper candidate at Supercomputing, SC21

The Age of Computation
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Chimera Weak Scaling (arXiv: 2107.06925v3) 

• 1.38x - 2.34x speedup over 
synchronous approaches 
(GPipe, GEMS, DAPPLE)
• Less bubbles
• More balanced memory 

thus no recomputation

• 1.16x - 2.01x speedup over 
asynchronous approaches 
(PipeDream-2BW, PipeDream)
• More balanced memory 

thus no recomputation
• Gradient accumulation thus 

low synch frequency

 

   

   

   

   

   

                             

 
 
  
 
 
 
 
 
  
  
 
 
 
 
 
 
 
 
  
 

                         

               

                                

                            

 

                     

                   

Weak scaling for GPT-2 on Piz Daint 
(512 to 2048 GPU nodes)

S. Li, T. Hoefler: Chimera: Efficiently Training Large-Scale Neural Networks with Bidirectional Pipelines, best paper candidate at Supercomputing, SC21
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Replica 1

Replica 2

Replica 3

Stage 3Stage 2Stage 1

The Three Dimensions of Parallelism in Deep Learning (arXiv:1802.09941)

minibatch 1

24T. Ben-Nun, T. Hoefler: Demystifying Parallel and Distributed Deep Learning: An In-Depth Concurrency Analysis, arXiv Feb 2018

The Age of Computation

minibatch 2

minibatch 3

minibatch 4

Data Parallelism

Pipeline Parallelism

Operator Parallelism

Tensor Block 1

Tensor Block 2

Tensor Block 3

Tensor Block 1

Tensor Block 2

Tensor Block 3

Tensor Block 1

Tensor Block 2

Tensor Block 3
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▪ Large MMMs dominate large language models!

▪ e.g., GPT-3 multiples 12,288x12,288 matrices

600 MiB in fp32 and 1.9 Tflop

▪ generative inference multiplies tall & skinny matrices

▪ Distribute as operator parallelism

▪ Heaviest communication dimension!

Requires most optimization!

▪ COSMA [1] communication-optimal distributed MMM

▪ Achieves tight I/O lower bound of 

▪ Uses partial replication with an outer-product schedule

See paper for details and proofs!

▪ AutoDDL [2] combines operator-parallel models into
communication-avoiding data distribution

25

Operator Parallelism, i.e., Parallel Matrix Matrix Multiplication

Operator class % flop % Runtime

Tensor contraction 99.80 61.0

Statistical normalization 0.17 25.5

Element-wise 0.03 13.5

Remember those? 
All MMM!

[1] G. Kwasniewski et al.: “Red-Blue Pebbling Revisited:  Near Optimal Parallel Matrix-Matrix Multiplication”, best student paper at Supercomputing SC19
[2] J. Chen et al.: “AutoDDL: Automatic Distributed Deep Learning with Asymptotically Optimal Communication“, arXiv

The Age of Computation
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Communications in 3D Parallelism in Deep Learning (arXiv:2209.01346)

1

2

D
allreduce ring

communication 1 2 P

allreduce ring or neighbor communication

1

2

O

1,1,D

2,1,1

3,1,1

1,2,D

2,2,1

3,2,1

1,P,D

2,P,D

O,P,D

1,1,2

2,1,1

3,1,1

1,2,2

2,2,1

3,2,1

1,P,2

2,P,2

O,P,2

1,1,1

2,1,1

O,1,1

2,2,1

O,2,1

2,P,1

O,P,1

1,2,1 1,P,1

3D - Data, Pipeline, and Operator Parallelism

Data Parallelism Operator ParallelismPipeline Parallelism

Communication 
is (largely) a 

logical 3D Torus

TH et. al.: HammingMesh: A Network Topology for Large-Scale Deep Learning, SC22 (best reproducibility award recipient) and arXiv (2209.01346)

AI bandwidth today / yesterday (and growing!)
• Google TPUv2 (‘21): 1T 
• AWS Trainium (‘21): 1.6T
• DGX-2 (A100, ‘21): 4.8T (islands of NVLINK)
• Tesla Dojo (‘22): 128T  
     → Broadcom TH5 / NVIDIA Spectrum 4: 51.2T

A fat tree with 16k 
accelerators and 1.6T 
would cost $680M!

   
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Co-designing an AI Supercomputer with Unprecedented and Cheap Bandwidth

y,1 y,2 y,3 y,x

1,1 1,2 1,3 1,x

2,1 2,2 2,3 2,x

3,1 3,2 3,3 3,x

…

…

…

…

…………

N1 N2 N3 N4

S1 S2 S3 S4

W1

W2

W3

W4

E1

E2

E3

E4

four directions 
per plane (N,S,E,W)

four planes  
per accelerator

axb accelerators  
per board

4x4 board

inexpensive  short
PCB connections 

on board

each plane fully-connected in xaccelerator 
package

2x2 
board

packet
switch

each
 p

lan
e fu

lly-co
n

n
ected

 in
 y

TH et. al.: HammingMesh: A Network Topology for Large-Scale Deep Learning, SC22 (best reproducibility award recipient) and arXiv (2209.01346)
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Bandwidth-cost-flexibility Tradeoffs (arXiv:2209.01346)

Global Topology 
(e.g., Fat Tree)

HammingMesh
(many configurations)

Local Topology 
(e.g., 2D Torus)

(large) reduce bandwidth

placement flexibility

injection bandwidth

global bandwidth

-
-

TH et. al.: HammingMesh: A Network Topology for Large-Scale Deep Learning, SC22 (best reproducibility award recipient) and arXiv (2209.01346)

10-15x cheaper 
bandwidth than 

today’s topologies!

The Age of Computation
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Three Systems Dimensions in Large-scale Super-learning …

…

High-Performance I/O High-Performance Compute

• Quickly growing data volumes
• Scientific computing!

• Use the specifics of machine
learning workloads

• E.g., intelligent prefetching

• Deep learning is HPC
• Data movement!

• Quantization, Sparsification
• Drives modern accelerators!

High-Performance Communication

• Use larger clusters (10k+ GPUs)
• Model parallelism

• Complex pipeline schemes
• Optimized networks 

Data Pipeline Operator
Distribution and Parallelism

Altogether, we discussed a cost / performance improvement of 

>1,000x

What now?

The Age of Computation
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2017 - Transformers
“Attention is All you Need”

146k+ citations

2018 - BERT
“BERT: Pre-training of Deep Bidirectional 

Transformers for Language Understanding”
122k+ citations

2019 - GPT-2
“Language Models are 

Unsupervised Multitask Learners”
14k+ citations

2020 - GPT-3 (2020, scaling laws)

“Language Models are 
Few-Shot Learners”

37k+ citations

2022 – ChatGPT (RLHF, 2023, DPO)

“Training language models to follow 
instructions with human feedback”

14k+ citations

2023 – Llama (Qwen, Grok, etc.)

“LLaMA: Open and Efficient 
Foundation Language Models”

11k+ citations

era of model size scaling era of data scaling

The Age of Computation

From LLMs to AHI

LLMs are a great 
knowledge base but 

bad at reasoning

Ilya Sutskever 

Pre-training as we know it will 
unquestionably end…because we 

have but one internet
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2017 - Transformers
“Attention is All you Need”

146k+ citations

2018 - BERT
“BERT: Pre-training of Deep Bidirectional 

Transformers for Language Understanding”
122k+ citations

2019 - GPT-2
“Language Models are 

Unsupervised Multitask Learners”
14k+ citations

2020 - GPT-3 (2020, scaling laws)

“Language Models are 
Few-Shot Learners”

37k+ citations

2022 – ChatGPT (RLHF, 2023, DPO)

“Training language models to follow 
instructions with human feedback”

14k+ citations

2023 – Llama (Qwen, Grok, etc.)

“LLaMA: Open and Efficient 
Foundation Language Models”

11k+ citations

era of model size scaling era of data scaling

The Age of Computation

From LLMs to AHI

Ilya Sutskever 

Let’s teach them 
to reason!Pre-training as we know it will 

unquestionably end…because we 
have but one internet

Sort the 
numbers “3, 2, 
4, 5, 7, 12, 5, 6”

To sort “4, 6, 1, 8”, I first 
split them into sets “4, 

6” and “1, 8”. Then I sort 
the sets and then I 

merge them sorted.

Sort the numbers “3, 2, 
4, 5, 7, 12, 5, 6”

“Let’s proceed 
step by step” ☺

Explore options, 
majority vote.

Re-use thought 
paths in trees

Merge thoughts to 
form a new one
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2017 - Transformers
“Attention is All you Need”

146k+ citations

2018 - BERT
“BERT: Pre-training of Deep Bidirectional 

Transformers for Language Understanding”
122k+ citations

2019 - GPT-2
“Language Models are 

Unsupervised Multitask Learners”
14k+ citations

2020 - GPT-3 (2020, scaling laws)

“Language Models are 
Few-Shot Learners”

37k+ citations

2022 – ChatGPT (RLHF, 2023, DPO)

“Training language models to follow 
instructions with human feedback”

14k+ citations

2023 – Llama (Qwen, Grok, etc.)

“LLaMA: Open and Efficient 
Foundation Language Models”

11k+ citations

2023 – Chain of Thought  
Reasoning (SC-CoT, ToT, GoT, etc.)

“Chain-of-Thought Prompting 
Elicits Reasoning in Large Language Models” 

8k+ citations

era of model size scaling era of data scaling

The Age of Computation

From LLMs to AHI

How to get to 
those “thoughts” 
(reasoning steps)
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A Detour to Go Playing – AlphaGo vs. Lee Sedol (considered best Go player at the time)

▪ (Monte Carlo) Tree Search (MCTS) samples multiple tree searches to some depth and propagates final 
values up the path, which keeps statistics for each state, action pair (edge) 

▪ Up to 1,600 expansions per move for AlphaGo Zero

▪ Depth is decided by the value network (no fixed depth rollout)

▪ At the end, choose most promising action from root and prepare next move
33

𝒔𝟎𝟎
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𝝅 𝝅

𝝅

𝑽 = 𝟎. 𝟎𝟏 𝑽 = 𝟎. 𝟎𝟒𝑽 = 𝟎. 𝟎𝟕

𝑽 = 𝟎. 𝟎𝟓 𝑽 = 𝟎. 𝟎𝟐 𝑽 = 𝟎. 𝟎𝟒

𝑽 = 𝟎. 𝟎𝟔

𝑽 = 𝟎. 𝟎𝟖 𝑽 = 𝟎. 𝟎𝟑 𝑽 = 𝟎. 𝟎𝟏

𝝅 𝝅 𝝅 𝝅 𝝅 𝝅

18x champion

…

The Age of Computation
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Unifying LLMs and Reinforcement Learning into Large Reasoning Models (LRMs)

𝝅
𝝅 𝝅

𝝅

Sort the numbers 
“3, 2, 4, 5, 7, 12, 5, 6”

Numbers are 
blue

Look up 
Quicksort

Sorting is 
simple

Split into two 
balanced sets

𝑽 = 𝟎. 𝟎𝟎𝟏 𝑽 = 𝟎. 𝟎𝟒

𝝅 𝝅 𝝅

𝑽 = 𝟎. 𝟏𝟏

Pick Pivot
Quicksort sorts 

numbers
Split into two 

sets

𝑽 = 𝟎. 𝟎𝟖 𝑽 = 𝟎. 𝟎𝟏 𝑽 = 𝟎. 𝟎𝟓

𝝅 𝝅

𝑽 = 𝟎. 𝟎𝟗

“3, 2, 4, 5” and 
“7, 12, 5, 6”

“3, 4” and 
“5, 2”

𝑽 = 𝟎. 𝟏𝟐 𝑽 = 𝟎. 𝟎𝟏…

▪ Policy function is an LLM

▪ Fine-tuned with a special loss function to generate next best reasoning step (a bit tricky, needs multiple evals)

▪ Value function is another LLM

▪ Replace final token output layer with a regression to a value (train on known examples, e.g., math tasks)

▪ During inference, still do MCTS search to cover reasoning paths

▪ Extremely expensive! Up to thousands of inferences per reasoning step!

The Age of Computation

…

…
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2017 - Transformers
“Attention is All you Need”

146k+ citations

2018 - BERT
“BERT: Pre-training of Deep Bidirectional 

Transformers for Language Understanding”
122k+ citations

2019 - GPT-2
“Language Models are 

Unsupervised Multitask Learners”
14k+ citations

2020 - GPT-3 (2020, scaling laws)

“Language Models are 
Few-Shot Learners”

37k+ citations

2022 – ChatGPT (RLHF, 2023, DPO)

“Training language models to follow 
instructions with human feedback”

14k+ citations

2023 – Llama (Qwen, Grok, etc.)

“LLaMA: Open and Efficient 
Foundation Language Models”

11k+ citations

2023 – Chain of Thought  
Reasoning (SC-CoT, ToT, GoT, etc.)

“Chain-of-Thought Prompting 
Elicits Reasoning in Large Language Models” 

8k+ citations

era of model size scaling era of data scaling

The Age of Computation

With RLMs to AHI

2024 – Strawberry 
RL (o1, o3, etc.)

“Learning to Reason 
with LLMs”

Gemini 2.0 Flash Thinking Experimental

Codeforce Elo rating

o3 achieves 2727 → 
99.95th percentile of 

competitive 
programmers!

Human PhDs:
 34% outside their field
 81% inside their field
o3:
 87% in all fields

Nov.’24

O3-preview 25.2% Dec.’24

A hard test for AI systems
requiring “human-like” 

generalization capabilities 
from very few examples
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Chollet: Calling something like o1 "an LLM" is 
  about as accurate as calling AlphaGo "a convnet"

Super-human Strategy Super-human Knowledge

…

Reasoning Language Models
(RLMs) start the

era of reasoning scaling

We are NOT done yet!

The Age of Computation
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If you want to know more how this works or want to build one yourself!
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2017 - Transformers
“Attention is All you Need”

146k+ citations

2018 - BERT
“BERT: Pre-training of Deep Bidirectional 

Transformers for Language Understanding”
122k+ citations

2019 - GPT-2
“Language Models are 

Unsupervised Multitask Learners”
14k+ citations

2020 - GPT-3 (2020, scaling laws)

“Language Models are 
Few-Shot Learners”

37k+ citations

2022 – ChatGPT (RLHF, 2023, DPO)

“Training language models to follow 
instructions with human feedback”

14k+ citations

2023 – Llama (Qwen, Grok, etc.)

“LLaMA: Open and Efficient 
Foundation Language Models”

11k+ citations

2023 – Chain of Thought  
Reasoning (SC-CoT, ToT, GoT, etc.)

“Chain-of-Thought Prompting 
Elicits Reasoning in Large Language Models” 

8k+ citations

era of model size scaling era of data scaling era of reasoning scaling

The Age of Computation

With RLMs to AHI

2024 – Strawberry 
RL (o1, o3, etc.)

“Learning to Reason 
with LLMs”
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Development of Computation Requirement with RLMs
era of model size scaling

era of data scaling

era of reasoning scaling

Large Language Models (LLMs)

Efficient Language Models (ELMs)

Reasoning Language Models (RLMs)

We need cheaper compute

Principles: high local bandwidth, reliability, cost

from (pre)training scaling to inference scaling

The Age of Computation

$100

$50

/1M 
tokens

Dec. 21

GPT 3.5 $60

Oct. 22

GPT 3.5 $20

Mar. 23

GPT 3.5 Turbo $2

GPT 4 $120

Nov. 23

GPT 4 Turbo $30

Dec. 24

GPT 4o $10

GPT o1 $60

Aug. 24

GPT 3.5 Turbo $1.5

GPT 4o $15

GPT 4o-mini $0.6

GPT o1-mini $12

Principles: Datatypes, Sparsity, Spatial

We need cheaper systems (networking!)

o3 > $5000 / task
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Networks Converge

The Datacenter will be a Supercomputer



@spcl_eth

@spcl

spcl.ethz.ch

41

Ultra Ethernet Set Out to Create the Best AI/ML and HPC Interconnect!

white Paper on ultraethernet.org 

Founding Members
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Ecosystem is quicky growing

Chair’s view of the Transport WG Meeting in March’24 (60+ members on site, 800+ total now)

Today 10 steering companies, 26 general member companies, 54 contributor members
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Ultra Ethernet’s philosophy

https://ultraethernet.org/uec-progresses-towards-v1-0-set-of-specifications/

Close collaboration with 
IEEE 802.3 standards body

Some Ethernet extensions to 
benefit AI/HPC workloads

Here is where most of the 
innovation lies!

Libfabric + UE extensions

(largely) unchanged libfabric 
applications UE enables cheap high-performance

hardware implementations of 
an optimized transport over (legacy)

Ethernet networks while 
enabling vendor innovation
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▪ Lossy (best effort) & lossless operation

▪ Solves all PFC/blocking issues!

▪ Flexible ordering in packet and message delivery

▪ Reliable Ordered Delivery (ROD), Reliable Unordered Delivery (RUD/RUDI), Unreliable Unordered Delivery (UUD)

▪ “State of the art” (2024), easily configured congestion control mechanisms

▪ Sender and Receiver-based mechanisms over lossy networks

▪ Supports trimming extensions

▪ Multi-path packet spraying

▪ Adaptive routing with ordering using existing switches (ECMP), zero copy

▪ Switch offload (i.e., In-Network Collectives)

▪ Cheap & effective

▪ Security as a first-class citizen co-designed with the transport

▪ Addressing issues in RoCE

▪ Ethernet Link and Physical layer enhancements (optional)

▪ See previous slide

44

Ultra Ethernet’s key features compared RoCE and others

https://ultraethernet.org/uec-progresses-towards-v1-0-set-of-specifications/

▪ “State of the art” (2024), easily configured congestion control mechanisms
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SMaRTT-REPS enables Modern Packet Spraying 

▪ “State of the art” (2024), easily configured congestion control mechanisms

Bonato et al.: SMaRTT-REPS: Sender-based Marked Rapidly-adapting Trimmed & Timed Transport with Recycled Entropies, arXiv 2404.01630

Permutation traffic on 8:1 oversubscribed fat tree
2 MiB Flows 32 MiB Flows

37 lines simple 
pseudo-code
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Key Points and Conclusions More of SPCL’s research:

… or spcl.ethz.ch

210+ Talksyoutube.com/@spcl

twitter.com/spcl_eth 1.4K+ Followers

github.com/spcl 2K+ Stars

Want to join our efforts?
We’re looking for excellent 

Postdocs, PhD students, and Visitors.
Talk to me!

Three Systems Dimensions in Large-scale Super-learning … With RLMs to AHI

Ultra Ethernet Set Out to Create the Best AI/ML and HPC Interconnect!

spcl.inf.ethz.ch
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48[1] De Sensi et al.: “Noise in the Clouds: Influence of Network Performance Variability on Application Scalability”, SIGMETRICS’23

19 𝜇𝑠Latency 10 𝜇𝑠1.7 𝜇𝑠 1.7 𝜇𝑠 3.0 𝜇𝑠 2.4 𝜇𝑠

Cloud HPC On Prem HPC
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An example to relate to – CNNs from a sparsity viewpoint

Sparsity

Weight

Sharing

Apply

Fully Connected Locally Connected Convolutional 

Apply

Sparse Convolutional 

SparsificationDesigned

universal approximation
hard to train

inductive locality bias
reduce training complexity

inductive translational 
equivariance bias

image recognition/object detection

sparsification
reduce representational 
complexity (MDL, Occam)

references in Hoefler et al. “Sparsity in Deep Learning: Pruning and growth for efficient inference and training in neural networks”,  arXiv 2102.00554, Jan 2021

“With all things being equal, the simplest explanation tends to be the right one”   
                      - William of Ockham, ~1300
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Performance and storage overheads of sparsity

0% 10% 70% 90% 99.99999%99.9%
dense low sparsity medium sparsity moderate sparsity high sparsity extreme

bitmap 
[010011000001|2345] 

runlength / delta
[1|2,2|3,0|4,5|5]

dense
[0,2,0,0,3,4,0,0,0,0,0,5]

compressed sparse row / column
[1] [1|2,2|3,0|4,5|5]

coordinate offset 
[1|2, 5|3, 6|4, 12|5]

not (really) worth it today’s SoA
(equivalent accuracy)

today’s SoA
(accuracy loss)

scientific computing
(tomorrow’s DL?)

unstructured 1d blocked block-balanced strided2d blocked

Structure matters at least as much as the sparsity level for overheads! Not a simple problem 

references in Hoefler et al. “Sparsity in Deep Learning: Pruning and growth for efficient inference and training in neural networks”,  arXiv 2102.00554, Jan 2021
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Back to data science – overview of approaches

Sparsification

Model Sparsity
(per model)

Ephemeral Sparsity
(per example)

Weights Neurons Neuron-like
(Filters/Channels/Heads)

Dropout
(Activations/Weights)

Gradients Errors Optimizer 
State

unstructured
(fine-grained)

structured
(blocked)

affects inference + forward pass

structured sparsity affects training
gradient-based optimization

𝒆𝟏𝒈𝟏

Conditional computation
(route each example through a 

different sparse subnetwork)inference + forward pass

Activations
(e.g., ReLU)

Quite complex, isn’t it? It’ll get better ☺

references in Hoefler et al. “Sparsity in Deep Learning: Pruning and growth for efficient inference and training in neural networks”,  arXiv 2102.00554, Jan 2021



@spcl_eth

@spcl

spcl.ethz.ch

52

Back to data science – overview of approaches

Sparsification

Model Sparsity
(per model)

Ephemeral Sparsity
(per example)

Weights Neurons Neuron-like
(Filters/Channels/Heads)

Dropout
(Activations/Weights)

Gradients Errors Optimizer 
State

unstructured
(fine-grained)

structured
(blocked)

affects inference + forward pass

structured sparsity affects training
gradient-based optimization

𝒆𝟏𝒈𝟏

Conditional computation
(route each example through a 

different sparse subnetwork)inference + forward pass

Activations
(e.g., ReLU)

Quite complex, isn’t it? It’ll get better ☺

references in Hoefler et al. “Sparsity in Deep Learning: Pruning and growth for efficient inference and training in neural networks”,  arXiv 2102.00554, Jan 2021
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What, when, now the how to sparsify / remove elements!

data-free
(no model evaluation)

data-driven
(inference-only)

training-aware
(full training)

neuron-/weight-
similarity

weight 
magnitude

remove trivial
elements

input sensitivity
(do outputs change 
across examples?)

sensitivity correlation / 
similarity merge

loss function
approximation

1st order
2nd order

statistical / 
variational

regularization

L0

L1

L2

§3.2.1 § 3.2

§ 3.3
§ 3.3

§ 3.3.1
§ 3.4

§ 3.5

§ 3.6
§ 3.7

“energy”
(outputs always 

nearly zero?)

similarity
(outputs are 
all similar?)

Fourier sensitivity
(which weights do 

not influence outputs?)

Hebbian
(strengthen weights
between correlated 

neurons)

𝒘′ = 𝒆
𝝏𝑳

𝝏𝒘
, 𝒘

≈ ≈ ≈0.1 0 𝜎2 ≈ 0 ≈

▪ Simplest scheme: leave k out – train 𝒏
𝒌

 models to convergence 

▪ Various selection schemes by some importance metric

Whirlwind overview of various metrics and selection techniques – then focus on some

references in Hoefler et al. “Sparsity in Deep Learning: Pruning and growth for efficient inference and training in neural networks”,  arXiv 2102.00554, Jan 2021



@spcl_eth

@spcl

spcl.ethz.ch

54

[Data free] Magnitude-based pruning

▪ Remove weights with smallest absolute magnitude 𝒘

▪ Most popular and simplest - either by absolute value or select top-k – e.g., ResNet-50

references in Hoefler et al. “Sparsity in Deep Learning: Pruning and growth for efficient inference and training in neural networks”,  arXiv 2102.00554, Jan 2021
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