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Middleware?
Discovery 

infrastructure



https://epoch.ai/data/ai-benchmarking-dashboard 

Graduate-Level Google-Proof Q&A test (GPQA), Diamond problems

https://arxiv.org/pdf/2311.12022 
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Fastest supercomputer

0.12 Exaflop/s
.

Aschenbrenner’s analysis: Scale up of effective compute

.1.2 Exaflop/s

https://situational-awareness.ai Leopold Aschenbrenner

7 orders-of-magnitude 
increase in 5 years 

https://situational-awareness.ai/
https://situational-awareness.ai/
https://situational-awareness.ai/


Decomposing 
drivers of 
progress
2019-2023

https://situational-awareness.ai 
Rough illustration
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2? OOMs

1-2 OOMs

3.5-4 OOMs
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Proposed drivers 
of continued 
progress
2023-2027

https://situational-awareness.ai 
Rough illustration

2-3 OOMs 

1-3 OOMs 

?? OOMs 
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Another 7 orders-of-magnitude 
increase in following 5 years? 

https://situational-awareness.ai/
https://situational-awareness.ai/
https://situational-awareness.ai/


The traditional scientific method

Hypothesis Experiment Analysis Discovery



Foundation models enable new methodologies

Data
Foundation 

model

Agentic 
reasoning 
& action

Discovery



Foundation models pose new challenges, 
in at least three areas 

Living data fabric
Feed the model

Scientific telemetry and feedback
Evaluate the model

Data
Foundation 

model

Agentic 
reasoning 
& action

Discovery

Agentic orchestration
Steer the model



Foundation models pose new challenges
(1) Living data fabric

Data
Foundation 

model

Agentic 
reasoning 
& action

Discovery

Living data fabric
Feed the model



For example: Adaptive fine tuning of text-based FMs

Down-
stream task

Down-
stream task

PDF 
parse

De-
dup

MCQ 
eval

FM fine-
tune

Using Academy agent framework: https://academy.proxystore.dev  

“Parse quality is inadequate”
     “Need additional data modalities”
           “Need more data relating to critical minerals”

MCQ 
gen

https://academy.proxystore.dev/


Example: FM for weather prediction

Stormer AI medium-range forecast model -- https://tung-nd.github.io/stormer/ 

Sensor, satellite, reanalysis data
• Ingest, versioning, provenance
• Federated access, policy control
• Performance and distribution
• Feedback loops for reprocessing

Static Data Fabric:
• New data not consistently available or versioned
• Relationships between data, models, results unclear
• Data access difficult and inefficient
• Policies not followed consistently 
• Reprocessing of data and models performed manually 

https://tung-nd.github.io/stormer/
https://tung-nd.github.io/stormer/
https://tung-nd.github.io/stormer/


Example: Foundation models for weather prediction

Stormer AI medium-range forecast model -- https://tung-nd.github.io/stormer/ 

Sensor, satellite, reanalysis data
• Ingest, versioning, provenance
• Federated access, policy control
• Performance and distribution
• Feedback loops for reprocessing

Living Data Fabric enables:
• Data snapshots for reproducible training
• Automated lineage to trace predictions to sources
• Cross-site caching + policy-aware routing so agents &
  models can access what they need from wherever
• Realtime updates to agents for finetuning, retraining

https://tung-nd.github.io/stormer/
https://tung-nd.github.io/stormer/
https://tung-nd.github.io/stormer/


Living data fabrics: Feeding foundation models

Versioning and 
provenance

Track dataset 
versions, 

authorship, 
transformations

Federated access 
& policy

Share data securely 
across organizations 

with scoped 
permissions

Distribution & 
performance

Move and stage 
data intelligently 
for training and 

inference

Feedback & 
re-processing

Use model 
telemetry to refine 

data inputs 
dynamically



Integrate:

• Literature data  from prior studies and 
publications

• Simulation data generated by exascale 
computer systems

• Experimental data generated by 
autonomous lab systems

• Foundation models propose candidate 
catalysts based on evolving inputs

• Feedback mechanisms to refine models 
based on experimental outcomes

Example: Catalyst design with autonomous labs



Foundation models require new capabilities
(2) Agentic orchestration

Data
Foundation 

model

Agentic 
reasoning 
& action

Discovery

Agentic orchestration
Steer the model

Living data fabric
Feed the model



Humans engage FMs for many purposes, e.g.:

• Analyze knowledge

• Define & evaluate hypotheses 

• Define protocols to test

• Select data to use or request

• Choose tools (e.g., simulators, 
instruments, computers)

• Define actions (e.g., launch job, 
run query, trigger experiment)

• Evaluate outputs

• Propose next steps

FMs are general-purpose technologies

Human actions (including decision making) 
increasingly become the bottleneck



Potential solution: Introduce FM-powered agents 
able to decide and act (quasi-)autonomously 



Agentic orchestration: Enabling agent actions

Delegation 
& identity

Agents act on 
behalf of scientists, 
securely and with 

scoped permissions

Workflow
control

Agents run logic-rich 
flows, with 

conditionals, retries, 
parallel tasks

Cross-domain 
execution

Agents operate across 
labs, clouds, and 
instruments via 

federated middleware

Audit & policy
 boundaries
Every action is 

logged, reversible, 
and bound by 

policy (zero-trust)



Agent

Control

Actions

State

Handles

Client

Handle

Exchange (Data Plane)

Mailbox Mailbox Mailbox

Launcher(s) (Control Plane)

Exploring agentic middleware: Academy

Dr. Greg Pauloski

Dr. Kyle Chard

Handle

Control

Actions

Agent

State

Handles

https://academy.proxystore.dev 

https://academy.proxystore.dev/


Knowledge 
agent

Evaluation
agent

Generate additional peptides
?

Input peptides
Query PubMed for 
ChatGPT feedstock

Align proteins, predict 
structure, rank results

Evaluate structures and 
filter results

Structure 
agent

HPC 
agents

Computational 
& experimental 

evaluation

Experiment agents

Agentic discovery of antimicrobial peptides

Arvind Ramanathan, Priyanka Setty, et al. Generative agent



MOFA code for metal-organic framework discovery, 
agentified with Academy

Federated Agents  |

AI Agent

Knowledge Agent

Computational 
Agents

Yan et al., “MOFA: Discovering materials for carbon capture with a GenAI- and simulation-
based workflow” (Under review; https://arxiv.org/abs/2501.10651)

Embodied 
Agents

https://arxiv.org/abs/2501.10651
https://arxiv.org/abs/2501.10651
https://arxiv.org/abs/2501.10651
https://arxiv.org/abs/2501.10651
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Training
Dataset

Generator

Assembler EstimatorDatabase

Validator Optimizer

Chameleon
Cloud

CPUs Storage CPUs

Ligands

MOF
Candidates

Stable
MOFs

Optimized
MOFs

CO2

Capacities

Lattice
Strain

Legend

Agent

Resource

Data Flow

Agents executed remotely via Globus Compute
Data moved via Globus transfer

Authentication and authorization via Globus Auth

Agentified MOFA code easily maps to many resources



Benefits of agentic model:

➔ Placement: Move agents to 
resources

➔ Separation of concerns: 
Resource acquisition & scaling 
based on local workload

➔ Loose coupling: Swap agents, 
integrate new agents (e.g., SDL)

➔ Shared agents: Multiple 
workflows can share agents 
(microservice-like)

First batches of ligands

MOF buffer fills and Assembler scales down

Validator scales out to start processing MOFs 

Optimizer scales out after first validated MOFs

Estimate CO2 of optimized MOFs

Assembler and Estimator auto-scale

Batch job walltime expires

Agentified MOFA application execution trace 



Ryan Chard

Science MCPs to facilitate AI access to cyberinfrastructure











Foundation models require new capabilities 
(3) Scientific telemetry and feedback

Living data fabric
Feed the model

Scientific telemetry and feedback
Evaluate the model

Data
Foundation 

model

Agentic 
reasoning 
& action

Discovery

Agentic orchestration
Steer the model



Data ingest

Foundation model

Scientific output

Agent decision + action

Human/agent feedback

Telemetry stream

Data refinement 

Model update

Agent policy update

E.g., uncertainty 
drift

E.g., workflow 
latency

E.g., hypothesis 
overlap

Scientific telemetry & feedback: Evaluate and adapt



Evaluating LLMs as scientific assistants

EAIRA: A Methodology for Evaluating AI Models as Scientific Research Assistants
Franck Cappello et al., https://arxiv.org/pdf/2502.20309, part of AuroraGPT project

(Prior work by others, Prior work by authors, New work)

https://arxiv.org/pdf/2502.20309


Scientific telemetry & feedback: Evaluating the model

Domain-specific 
metrics

Move beyond 
token loss to 
uncertainty, 

hypothesis value, 
uncertainty, …

Model 
observability 

Log model 
inputs/outputs, 

decisions, attention, 
and failure patterns 

in workflows

Feedback to 
data processing 
Use telemetry (e.g., 

model error, 
confidence drift) to 

trigger data 
refinement, retraining

Human-in-
the-loop 

Pass decisions or 
predictions to 
humans; loop 

judgments back 
into agent training



https://diaspora-project.github.io 

https://diaspora-project.github.io/
https://diaspora-project.github.io/
https://diaspora-project.github.io/




Towards a scientific reasoning platform (SRP)

Frontier
Reasoning

Models

HPC/ModSim APIs

Structured data APIs

Knowledge base RAG APIs

Self-driving labs APIs

Domain FMs

LCFs, NERSC 

Databases

Documents/graphs

Science cloud/Cloud labs

Community models

Open/Closed Models
Hosted in AI Factory

Resources and Tools Local and Remote

Enabling long-running workflows to attack open problems

SR
P
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The SRP backplane must be able to access resources and tools securely regardless of type and location; generate and manage 
millions of requests to associated APIs; monitor and learn from new knowledge; track, and learn from, performance and cost



Towards a scientific reasoning platform (SRP)

Frontier
Reasoning

Models

HPC/ModSim APIs

Structured data APIs

Knowledge base RAG APIs

Self-driving labs APIs

Domain FMs

LCFs, NERSC 

Databases

Documents/graphs

Science cloud/Cloud labs

Community models

Open/Closed Models
Hosted in AI Factory

Resources and Tools Local and Remote

Enabling long-running workflows to attack open problems

SR
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The SRP backplane must be able to access resources and tools securely regardless of type and location; generate and manage 
millions of requests to associated APIs; monitor and learn from new knowledge; track, and learn from, performance and cost

Backplane 
orchestration 

agents

Cognitive 
agents Tool/resource 

agents



Robotic 
physical  

labs 

Robotic 
virtual 
labs

Many trillions of tokens of structured and unstructured scientific data

1000s of robots 
generate data, 
test hypotheses

Exascale systems
train models, 

generate data, 
test hypotheses 

Embodied learning agents with deep expertise in science principles and practice

Scientific data 

Universal data, 
compute, trust 

fabric 

Scientific agents



Roadmap and calls to action

    Federated fine-tuning across labs
 Cross-institutional data and FM pipelines that respect institutional autonomy

     Shared benchmarks for FM-ready data fabrics
 Evaluate infrastructure for model-ready data

     Open middleware APIs for autonomous discovery

 Power the data-to-discovery pipeline

     Reusable science agents

 Build and share agent capabilities

tpc.dev

July 28-21, San Jose, CA

Thank you! foster@uchicago.edu and foster@anl.gov 

mailto:foster@uchicago.edu
mailto:foster@anl.gov
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